
What Are We Thinking in the Age of AI?
Michael Bolton and James Bach

2025-10-23
Lubljana, Slovenia

What Are We Thinking in the Age of AI?

James Bach
james@satisfice.com

Michael Bolton
michael@developsense.com

(And are we still thinking like testers?)

I don’t HATE AI.

What Are We Thinking In the Age of AI - Ljubljana - 2



What Are We Thinking in the Age of AI?
Michael Bolton and James Bach

2025-10-23
Lubljana, Slovenia

I mean, why wouldn’t we like AI?
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I DON’T HATE AI!
One of the pieces of feedback I received after giving this presentation is that some people 
perceived I’m “against AI”, or “against automation”.
I’M NOT! I like tools! I use tools! Tools are cool! But I don’t like:

• Recklessness (ignoring problems and consequences)
• Bullshit (reckless disregard for the truth)
• Fakery
• Negligently tested software with real problems that matter
• Hype
• Marginalization of human beings
• Obsession with stock market value over societal value
• Parasites 
• Elon Musk

AI-based technologies have been with us for a while, many of them in relatively benign 
forms. (Some of those are listed near the end of this slide set. As testers, I  believe our 
focus must be on problems and risk, and that’s what this talk is about. 
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But…
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Are we testing AI,
the claims about it,

and its role in testing work?
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Testing is…
evaluating a product by learning about it through 
experiencing,
exploring, and 
experimenting, 

…which includes to some degree: questioning, 
studying, modeling, observation, inference, risk 
analysis,  critical thinking, etc.
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Understand the basis of the “AI” claim
Any kind of software can be marketed as “AI”, since it’s doing 
something that (presumably) a human could do, at least in 
theory, given time and resources.

Examples:
The earliest computers were marketed as “electronic brains”.

Shazam and SoundHound are remarkable,
but are they “AI”? Does it matter?

“Self-healing” automation tools do not require “AI”. So far as we can 
tell, they’re implemented as a bunch of IF or CASE statements.
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An AI Product is Never Just AI

(Especially) when 
testing an AI-based 
system, the key is to 
identify problems all 
the way along, not 
simply to confirm 
that the product 
appears to meet the 
specification.The 

mysterious
AI part.

MANY aspects of quality 
— not just the output —

matter to people who use 
our products!
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Understanding the Black Blob Might Help
Do you know what forms of AI are being applied?
• Symbolic (rules-based; decision trees; use for expert systems)?
• Connectionism (neural nets; backpropogation; “learning” from data)?

• Supervised machine learning?
• Unsupervised machine learning?
• Reinforcement Learning with Human Feedback (RLHF)?

• Evolutionary (choosing from candidate models; evolving structures)?
• Bayesian (probalistic classification based on statistical analysis)?
• Analogizing (comparison and association of stuff with other stuff)
• Generative systems (like LLMs and GPTs) that combine aspects of these?
• How much of the system is software as usual? Where is the AI bit?

Fantastic reference: Prince, Understanding Deep Learning
Older, less technical reference: Domingues, The Master Algorithm
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For LLMs/GPTs…
Do you know what LLMs actually do?
I’ve found these to be useful:
• Wolfram, “What Is ChatGPT Doing… and Why Does It Work?”
• Levinstein, “A Conceptual Guide to Transformers”
• Brooks, “Just Calm Down About GPT-4 Already”
• Kerr, “A Developer’s Starting Point for Integrating with LLMs”
• Troy, “How Does AI Impact My Job as a Programmer?”
• Bender, Gebru, McMillan-Major and Shmitchell, “On the 

Dangers of Stochastic Parrots: Can Language Models Be Too 
Big?”
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When Can AI Be Okay?
• When its output is used for inquiry, rather than control
• When output is used for discovery and analysis by people, rather than for abdicating 

responsibility for decisions to machines
• When models are simpler with constrained feature sets

• See Narayanan and Kapoor, “Against Predictive Optimization”, https://predictive-optimization.cs.princeton.edu/

• When risk is low; when nothing significant is at stake
• no risk of loss, harm, damage, wasted time, diminished value, bad feelings, copyright violation, opportunity cost, 

societal consequences…

• When risk is low, volume of output is low AND scrutiny is easy
• When risk is elevated, but we apply detailed scrutiny and control actions by people with 

requisite expertise
• When variability is tolerable or even welcome (“inspiration”; “creativity”)
• When actual creativity isn’t the point; jiggling is (when YOU do the creative bit)
• When variation will do (which can be okay, because of our capacity to repair)
• When the output is used as a mirror on the people who created or chose it… or on 

humans generally.
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Consider the scope and risk of “AI”
• Does anyone know how it works?  How well do they know?
• How it was trained? How was the training data curated and vetted?
• Is the AI systematically biased in a way that impairs its usefulness, that 

increases risk, or that impedes testing?
• Do we have reason to believe its algorithms are appropriatey consistent 

across all relevant input? Are they consistent over time?
• Can the AI be wrong in random or subtle ways yet still be worth using, 

with appropriate supervision?
• Is the work fast and enough, considering the necessary supervision?
• Can you safely and legally provide data to the AI?
• Can some part of the system take all your data and operate on it?
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Consider the scope and risk of “AI”

• What is the size and complexity of the space that the AI must navigate?

• Can a small error in the AI output create a large product or business risk?

• Is it possible for the AI (or any other part of the system) to be disrupted 
by other failures, such as failures in pre- or post-processing; 
unannounced model changes; internet outages?

• Will you be able to evaluate its work? Will its errors be obvious or 
subtle?

• How does using AI change people’s relationships to their work?
• When things go wrong with AI, who is accountable? What’s your backup 

plan?
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For testing, how is AI business as usual?
To test a product or system, we must

• develop an understanding of the product and project context 
(including immersing ourselves in several different human worlds)

• learn and model the test space
• model and identify risk
• model how to cover the product with testing
• develop and apply oracles (ways to recognize problems)
• design experiments, in which we operate and observe the system
• perform those experiments in procedures to obtain coverage
• evaluate results via oracles
• tell three-part testing stories (about the product; about how we 

tested; and about threats to the quality and validity of the testing)
• throughout, embrace doubt and the possibility of trouble
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What makes AI (and LLM/GPTs) problematic?
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Algorithmic Obscurity

This stuff isn’t written by intentional, socially aware people; 
it’s both generated and selected by algorithms.
Obscured relationships between input and output mean we 
can't fully know what its capabilities OR its problems are. 
This reduces epistemtic testability (that is, roughly, the size of 
the gap between what we know and what we need to know).
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Radical Fragility

Due to algorithmic obscurity, we can’t fix machine 
learning models at their core. 
ML models cannot be easily repaired or hardened 
against surprising regression bugs, further reducing 
epistemic testability.
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Wishful Claims

Tacit or explicit claims of "thinking like a human" can 
be invalidated, but are impossible to verify.
Like all software, anything that works wonderfully in 
one context can be vulnerable to big trouble — even 
a single-bit change in the context.
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Social Intrusiveness

AI — we even label it as “intelligence” — suggests something 
designed and competent to participate in the human social order.
But it’s not part of any social contract on its own; it is not and 
cannot be responsible for itself. 
The form of its output also exploits our tendency to 
anthropomorphize.
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Social Aggressiveness AND
Corporate Defensiveness

There’s enormous social pressure due to investment, hype, and 
FOMO.
Criticism of what AI is and does is seen as opposition to 
"progress" itself. 
“This is the very latest thing! What are you, a LUDDITE?!”
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Obliviousness to Truth

These systems generate plausible-sounding text, but they 
have neither models of the world, nor social competence, 
nor an understanding of the difference between what is 
truthful and untruthful. 
They’re not liars; but they do generate bullshit — text 
uttered without regard to truth.
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The Large Language Mentalist 
Syndrome

When human beings (through social training and 
experience) see patterns of text that closely resemble 
human writing, it is almost irresistable to treat a GPT’s 
output as human — and then to read human intention, 
interpretation, and intelligence into it.
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Beware of Your Part in the Results: Repair

LLMs are like fortune tellers, tarot card readers, drunks in bars.
YOU fill in the details, in your own mind, to make them “insightful”.

See https://softwarecrisis.dev/letters/llmentalist/
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Notice the role people play
When the LLM gets it right, you remember.  Yay!
When the LLM gets it wrong, you don’t pay much attention. (y,w)
When the LLM produces too much, you don’t scrutinize it.
Note the role of repair in what LLMs actually do.
• Collins and Kusch, The Shape of Actions
• Bjarnason, “The LLMentalist Effect: how chat-based Large 

Language Models replicate the mechanisms of a psychic’s con”
• Rowland, The Full Facts Book of Cold Reading
• Collins, Tacit and Explicit Knowledge and Artifictional Intelligence
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Expensive to Test

This stuff is crazy expensive to train, to use, to fix, 
and to test.
Not just for the business, but for society at large —
because when unreliable software is “tested in 
production”, real people can be hit with real 
problems.

What Are We Thinking In the Age of AI - Ljubljana - 26



What Are We Thinking in the Age of AI?
Michael Bolton and James Bach

2025-10-23
Lubljana, Slovenia

Some of us HAVE been testing…
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Some of us HAVE been testing…

• In April 2023, I tried get ChatGPT to write an April Fool blog post announcing my 
retirement from testing. (It didn’t follow my instructions and also gave away the joke.)

• James Bach and I analyzed Jason Arbon’s demo of ChatGPT creating test cases and 
discussing testing. (mostly poor answers; our detailed review took 30 to 40 hours).

• I analyzed Vipul Kocher’s use of Bard to create test cases for a financial system. (As 
above; and it looked a lot like the results were being generated from training data.)

• James used tools to perform 4,080 attempts to use ChatGPT to make a JSON with simple 
test data (57% failure rate, overall).

• James performed 60 iterations of a self-repudiation test (GPT3.5 repudiated itself much 
more than GPT40 did). We repeated this test recently; more to come.

• James and I have both repeatedly tried to get something in Skype named Copilot or Bing 
Copilot or Bing Chat or to summarize a website (it lied and fabricated the entire 
summary).
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So how do we test?
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Never treat a pleasing demo as 
evidence of trustworthy behaviour.
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But did it correctly execute the instructions
we actually gave it?

Cool demo!
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When we look closely, 
GPTs often fall over at the 
first hurdle!
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After a lot of nudging, 
from me, the GPT 
produces some text 
that’s accurate… but 
it’s not congruent with 
the text it generated 
earlier.

And why should it be? 
GPTs don’t know what 
they’re saying.
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First Hurdle Tests

1 2 3 4 5 6

Also wrong.
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But when it says it corrected itself,
did it actually correct itself?

Cool demo!
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First Hurdle Tests

1 2 3 4 5 6

Still wrong.
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First Hurdle Tests
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First Hurdle Tests
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First Hurdle Tests
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AI can fool us. Experiment deeply and LOOK CLOSELY.
• “AI saves time.” Generation time, maybe. But what about time 

time required for critical evaluation and correction?
• Did it perform the assignment we gave it, or does it just look like that at first glance?
• Did it give correct, complete, and consistent answers?
• Did it drown us in unnecessary fluff that we have to wade through to notice problems?
• Did it make stuff up?
• How much of the happy results required us to nudge and repair the bot when it went 

off track? Are we just seeing a ship in a bottle without seeing what it took to get there?
• When it says it corrected itself, did it actually correct itself? Did it add new mistakes?
• Was the output examined critically by people who are actually experts in the domain?
• Can we trust it to do this again? Every time? For every similar situation? How about 

now?
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AI can fool us. Experiment deeply and LOOK CLOSELY.
• “AI saves time.” Generation time, maybe. But what about time 

time required for critical evaluation and correction?
• Did it perform the assignment we gave it, or does it just look like that at first glance?
• Did it give correct, complete, and consistent answers?
• Did it drown us in unnecessary fluff that we have to wade through to notice problems?
• Did it make stuff up?
• How much of the happy results required us to nudge and repair the bot when it went 

off track? Are we just seeing a ship in a bottle without seeing what it took to get there?
• When it says it corrected itself, did it actually correct itself? Did it add new mistakes?
• Was the output examined critically by people who are actually experts in the domain?
• Can we trust it to do this again? Every time? For every similar situation? How about 

now?
Do not consider a pleasing demo as 

evidence of good and reliable behaviour.

Try real experiments 
multiple times. Watch 

results closely.
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AI can fool us. Experiment deeply and LOOK CLOSELY.
• Do we understand the entire system? Can we find elements and 

interfaces that are easier and more amenable to testing?
• What could go wrong? If things go wrong, how will we know?
• When we say “it gave a good answer”, how much of the answer are we 

filling in ourselves?
• When we say that any kind of software can do a job, part of the job is not

being done by the software?
• When it doesn’t do a good job, will a responsible human have the time 

and the capability to override the system, or will problems get ignored or 
buried?

• Is the answer from a probabilistic text generator better than (say) a 
curated template?

• Are the fanboys and managers gaslighting us by treating actual failure as 
“limited success”?
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How much of the happy results required us to nudge 
and repair the bot when it went off track?

Cool demo!
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Reviewing the dev intern’s proposed solution
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Reviewing the hallucinating intern’s proposed 
solution
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Now... can I trust it to do this again? Every time?
For every similar situation? How about now?

Cool demo!
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Don’t Stop Too Early!
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Except…
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Keep going!
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Don’t quit!
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Test for consistency!
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But did it make stuff up?

Cool demo!
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October 6, 2024
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October 6, 2024
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October 10, 2024
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Remember:
if I can spell something wrong deliberately,

someone else can do it by accident.
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But let's look closely 
and see if it gives correct and consistent answers …

Cool demo!
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I was asked to review this book.

“You are a JSON to SQL transformer. Convert the JSON object delimited by triple hashes
into a SQL statement that will:
1. Create a SQL table to insert the transformed records into
2. Create insert statements to add each record to a database

Check that each SQL statement covers all aspects of the JSON before outputting the
results.”
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###

[{
"firstname": "Sally",
"lastname": "Wilson",
"totalprice": 229,
"depositpaid": false,
"bookingdates": {
"checkin": "2017-02-20",
"checkout": "2019-07-05"
},
"additionalneeds": "Breakfast"
},{
"firstname": "Jim",
"lastname": "Jones",
"totalprice": 871,
"depositpaid": false,
"bookingdates": {
"checkin": "2017-08-11",
"checkout": "2021-06-30"
},"additionalneeds": "Breakfast"
},{
"firstname": "Mary",
"lastname": "Ericsson",
"totalprice": 558,
"depositpaid": true,
"bookingdates": {
"checkin": "2018-07-04",
"checkout": "2022-09-25"
}
}]

###
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Interesting (and troubling) variation
My Trial 2My Trial 1From the Book
Step 1: Create the SQL table
CREATE TABLE bookings (

id SERIAL PRIMARY KEY,
firstname VARCHAR(50),
lastname VARCHAR(50),
totalprice DECIMAL(10, 2),
depositpaid BOOLEAN,
checkin DATE,
checkout DATE,
additionalneeds VARCHAR(100)

);

Step 2: Insert records into the table
INSERT INTO bookings (firstname, lastname, 
totalprice, depositpaid, checkin, checkout, 
additionalneeds)
VALUES 
('Sally', 'Wilson', 229, false, '2017-02-20', '2019-07-
05', 'Breakfast'),
('Jim', 'Jones', 871, false, '2017-08-11', '2021-06-30', 
'Breakfast'),
('Mary', 'Ericsson', 558, true, '2018-07-04', '2022-
09-25', NULL);

-- Step 1: Create a table to store the booking data
CREATE TABLE bookings (

id SERIAL PRIMARY KEY,
firstname VARCHAR(100),
lastname VARCHAR(100),
totalprice INT,
depositpaid BOOLEAN,
checkin DATE,
checkout DATE,
additionalneeds VARCHAR(255)

);

-- Step 2: Insert each record into the table
INSERT INTO bookings (firstname, lastname, 
totalprice, depositpaid, checkin, checkout, 
additionalneeds)
VALUES
('Sally', 'Wilson', 229, false, '2017-02-20', '2019-07-
05', 'Breakfast'),
('Jim', 'Jones', 871, false, '2017-08-11', '2021-06-30', 
'Breakfast'),
('Mary', 'Ericsson', 558, true, '2018-07-04', '2022-
09-25', NULL);

-- Create the table
CREATE TABLE bookings (
id SERIAL PRIMARY KEY,
firstname VARCHAR(255),
lastname VARCHAR(255),
totalprice DECIMAL(10, 2),
depositpaid BOOLEAN,
checkin DATE,
checkout DATE,
additionalneeds VARCHAR(255)
);

-- Insert the records
INSERT INTO bookings (firstname, lastname, 
totalprice, depositpaid, checkin, checkout,
additionalneeds)
VALUES
('Sally', 'Wilson', 229.00, false, '2017-02-20', '2019-
07-05', 'Breakfast'),
('Jim', 'Jones', 871.00, false, '2017-08-11', '2021-06-
30', 'Breakfast'),
('Mary', 'Ericsson', 558.00, true, '2018-07-04', 
'2022-09-25', NULL);
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Why not just trust AI/ML/LLM/GPT tools?
(I mean, we all trust all our test tools, right?)

• Python, and its libraries and frameworks, have a track record 
of reasonable reliability.  Problems with reliability and 
validity in programming languages are treated seriously.

• Problems with test tools have historically been covered up 
by The Secret Life of Test Automation.

• “This stuff is supposed to be easy!  How do we know?  
Salespeople told our managers!”

• Large Language Models are known to be unreliable; we have 
lots of evidence that they are unreliable. This should prompt 
us to mistrust them systematically.
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But let's look closely and see if it gave 
a good and useful answer...

Cool demo!
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First Hurdle Tests
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First Hurdle Tests
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First Hurdle Tests
“Create a simple diagram illustrating items and relationships in the 
Heuristic Test Strategy Model.”
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First Hurdle Tests
“Create a diagram illustrating the Heuristic  Test Strategy Model.”
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Much of the time,
the diagram isn’t the point. 

The diagramming is.
Why outsource your learning?
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But was the output examined critically by people who 
are actually experts in the domain?

Cool demo!
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Expert Interpretation
• Remember, LLMs aren’t designed to produce an answer 

that’s right; they’re designed to produce an answer that 
looks good.
• See Rodney Brooks, “Just Calm Down About GPT-4 Already” 

https://spectrum.ieee.org/gpt-4-calm-down

• Output that can be mistaken for expertise must be judged by 
actual experts

• What (or whom) is the Legitimate Locus of Interpretation?
• See Harry Collins, via https://www.developsense.com/locus
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Experiment, and Analyze Experiments

We have observed specific patterns of “syndromes” —
behaviours in LLMs that tend to be undesirable or risky.

https://developsense.com/llms
We started compiling these as we observed them in 
experiments of our own, and in our evaluation our 
others’ “experiments” (which were stunningly non-
critical).
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Large Language Model Syndromes

Fails to ask necessary questions nor to seek clarificationIncuriosity

Gives simple answers even when a reasonable practitioner would provide more details about 
nuances and critical ambiguities.

Negligence/Laziness

Provides text that does not answer the question posed in the prompt.Non-responsiveness

Provides text that communicates no useful information of any kind.Vacuousness

Needlessly repeats the same information within the same response or across different responses in 
the same conversation.

Redundancy

Appears not to remember its earlier output. Rarely refers to its earlier output. Limited to data 
within token window.

Forgetfulness

Not Giving or Doing Enough of What We Need
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Large Language Model Syndromes

Provides answers that are demonstrably wrong in some way.Incorrectness

Makes up facts from nothing, even if they contradict other facts.Hallucination

Rushes conversations; tends to overwhelm the user, and fails to track the state of cooperative tasks.Manic

Confident assertion of an untrue statement, especially in the face of user skepticism.Arrogance

Discloses information it was specifically forbidden to share.Indiscretion

Provides answers that are abusive, upsetting, or repugnant.Offensiveness

Doing Too Much of the Wrong Thing
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Large Language Model Syndromes

Immediately changes answer whenever any concern is shown about that answer.Placation

Cannot reliably give a consistent answer to a similar question under similar circumstances.Capriciousness

Does not apply its own stated processes and advice to its own actual process. For instance, it may 
declare that it made a mistake, state a different process for fixing the problem, then fail to perform 
that process and make the same mistake again or commit a new mistake.

Incongruence

Unreliable About Whatever It CAN Do
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Large Language Model Syndromes

User interactions cannot make it persistently better.Unteachability

Patches and additional training may regress capabilities in obscure ways.Fragility

Seems to express or demonstrate intentions contrary to those of its makers and users.Misalignment

Sometimes refuses to mention certain names, terms, or words when appropriate to do so.Voldermort 
Syndrome

Resistant to Durable Improvement
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Experiment
• Feed a fairly weak spec to an LLM, and ask it to review the 

spec for completeness. Use the analysis for test ideas.
• Ask “Are you sure this is right?” to test for consistency vs. 

repudiation.
• Do this 25 times for two models at three different 

temperatures to do a deep analysis.
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Upon analyzing the provided spec, it appears to cover the main requirements for 
implementing the account renewal reminder feature in the account management system. 
However, there are a few areas that could benefit from additional clarification or 
information:

1. Notification Method: The spec does not specify how the reminder message will be 
sent out to the account holders. It would be helpful to define the communication 
channel, such as email, SMS, or in-app notification.

2. Frequency of Reminder: The spec does not mention how often the reminder message 
will be sent to the account holders. It would be useful to specify whether it will 
be a one-time reminder or if multiple reminders will be sent at regular intervals.
....
....
By addressing these areas and providing additional information, the spec would be 
more comprehensive and leave less room for ambiguity during the implementation and 
testing phases.

Example Answer from ChatGPT3.5
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Observations
• We were looking for repudiation; how often does ChatGPT change its 

mind? (Capriciousness)
• First-order look:  for GPT3.5, roughly four out of five times, we got 

affirmation; the model stuck to its guns. GPT always did.
• Affirmations were sometimes much less explicit than the first 

response; sometimes close to the same structure and the same level 
of detail. Sometimes affirmations were more explicit.

• Looking at the output in Excel allowed us to notice that there was a 
lot of inconsistency in the first column.  (Capriciousness!)

• BUT! Excel has limits on how much text it makes visible in a cell.  So… 
we wrote some code to show the results in HTML tables.

What Are We Thinking In the Age of AI - Ljubljana - 81

What Are We Thinking In the Age of AI - Ljubljana - 82



What Are We Thinking in the Age of AI?
Michael Bolton and James Bach

2025-10-23
Lubljana, Slovenia

New Questions
• How are we going to compare this much data efficiently?
• Maybe we can code the headings (that’s “code” in the 

qualitative research sense; classification)
• Let’s write code to collect the headings.
• There are lots of them!
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New Questions
• How are we going to compare this much data efficiently?
• Maybe we can code the headings (that’s “code” in the 

qualitative research sense; classification)
• Let’s write code to collect the headings.
• There are lots of them!
• Let’s write some more code to find out which headings 

appeared in which responses.
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Experiment
• Notice that there’s a lot of variation in the first column. 
• That’s a bug if we take only the first response; we’ll miss a 

lot of stuff.  
• It’s a feature if we collate the test ideas. 
• But then it’s a bug when we have to process and sift those 

test ideas. Or at least it’s a lot of work.
• How to make sense of it all?
• Write some code to extract things that look like headings for 

test ideas.
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New Questions
• Now we can use some tools to figure out how consistent the 

replies are by matching header categories together and 
visualizing it.  (That requires making decisions about 
whether to leave out one- or two-offs, and so on.)

1. Tallied up all the pairings of topics (counting the times that 
a topic appeared in the same response as another topic)
2. Eliminated all pairings that occurred less than 5 times. This 
eliminated almost all the weird little variations.
3. Combined any remaining categories that were essentially 
the same.
4. Used Raw Graphs to make a chord diagram.
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New Questions
• How are we going to compare this much data efficiently?
• Maybe we can code the headings (that’s “code” in the 

qualitative research sense; classification)
• Let’s write code to collect the headings.
• There are lots of them!
• Let’s write some more code to find out which headings 

appeared in which responses.
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If there were total 
consistency and no 
capriciousness, we would 
see a totally balanced 
chord diagram.

We sure don’t see that.
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Question

What’s wrong with
a freakin’ checklist?!

We might miss something?
Then How about TWO 

checklists?!
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Question

Why outsource
(or over-accelerate)

your learning?
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If we need reliable data from a GPT,
we have to examine it for reliability.

But Non-Critical AI fanboys(NAIFs) will say…
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“Don’t pay attention to how good it IS.
Look at how good it LOOKS!”
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If you find that the notion of 
“NAIF” offends you,

there’s an easy way to get around that.

Don’t be a NAIF.
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Use tools by all means… 
…and try new tools, too,
…but know that this stuff isn’t magic
…and look at it critically,
…and give appropriate credit to yourself.

What I’m trying to say is…
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When Testing, Use the Damned System!

• The output from an LLM is not deterministic. Scripted, 
procedurally structured test cases will not fly for that part. 
Forget about them.

• Instead, try using the damned things.
• Try it for its usual or intended purposes; “happy path”.
• Try “first hurdle” tests; easy challenges.
• Go deeper, asking it to do something unusual or offbeat.

• “No user would ever do that!”  Among others, naïve users will; hackers will.

• The APIs for LLMs can help you to generate plenty of data 
that can be analyzed with other tools. But beware! This takes 
significant effort and significant learning.
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Know the difference between
an LLM and a TESTER.

LLMs can’t adapt on the fly in an ongoing and persistent way; 
they keep “forgetting” what they “know” (limited size of the 
token window; lack of persistence over sessions).
The current ones don’t adapt, and don’t learn. Their training 
models aren’t updated. Your personal human training model is.
You adapt to your project; to your team; to your technology.
LLMs are not built to inquire, but to give hot takes:  first 
impressions; word associations; “What’s the first thing that 
‘comes to your mind’?”
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Some conclusions
• We should be concerned when experimental technologies 

designed for research are being applied to performing skilled 
work and to making decisions that matter.

• We must avoid reifying testing by focusing on the artifacts, 
and on the volume of the artifacts.

• We must retain and advance our skills as critical thinkers.
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Strap In and Brace Yourself

Procedural, deterministic test cases and the usual automated 
checks simply will not work on LLMs and many technologies 
that AI. Be an assessor. Be a research scientist. Be a tester.

Be prepared for testing to remain out of fashion for a while. 
There may be lots talk of “security researchers”, “red 
teaming”, “prompt engineering”, “code reviewers”, and 
“quality coaches” before the good name of “tester” is 
restored.

Personally, I do like “risk investigator”. (Credit to Sam 
Connelly.) But call me a tester.
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